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Abstract
Deep Learning (DL) techniques have recently been used in medical image segmentation and the reconstruction of 3D anato-
mies of a human body. In this work, we propose a semi-supervised DL (SSDL) approach utilizing a CNN-based 3D U-Net 
model for femur segmentation from sparsely annotated quantitative computed tomography (QCT) slices. Specifically, QCT 
slices at the proximal end of the femur forming ball and socket joint with acetabulum were annotated for precise segmentation, 
where a segmenting binary mask was generated using a 3D U-Net model to segment the femur accurately. A total of 5474 
QCT slices were considered for training among which 2316 slices were annotated. 3D femurs were further reconstructed from 
segmented slices employing polynomial spline interpolation. Both qualitative and quantitative performance of segmentation 
and 3D reconstruction were satisfactory with more than 90% accuracy achieved for all of the standard performance metrics 
considered. The spatial overlap index and reproducibility validation metric for segmentation—Dice Similarity Coefficient 
was 91.8% for unseen patients and 99.2% for validated patients. An average relative error of 12.02% and 10.75% for volume 
and surface area, respectively, were computed for 3D reconstructed femurs. The proposed approach demonstrates its effec-
tiveness in accurately segmenting and reconstructing 3D femur from QCT slices.
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1  Introduction

Three-dimensional (3D) reconstructed bone models are 
widely used in orthopedics for visually inspecting bone 
morphology and joint structure and assessing pathological 
conditions. In particular, to prevent hip fracture of elderly 
people, a 3D reconstructed femur image can play a crucial 
role in orthopedic evaluation consisting of mechanical, 
morphological, and densitometric properties for conducting 
an early and non-invasive assessment of osteoporotic fracture 
risk [1, 2]. Imaging modalities such as computed tomography 
(CT) and magnetic resonance imaging (MRI) can provide 

more detailed spatial information on the target anatomical 
structure [3, 4], which are used in mechanistic computational 
models to functionally understand, examine, and predict 
the performance of individual structure. In particular, 
quantitative computed tomography (QCT) has been used to 
predict the fracture risk [5] in proximal femur considering 
3D structural and geometric parameters with bone mineral 
density (BMD) distributions in finite element analysis 
(FEA)-based computational modeling [6–13]. Traditionally, 
the 3D reconstruction of femur requires expensive and 
advanced biomedical image analysis software, extensive 
well-trained user intervention, and advanced engineering and 
image processing knowledge that restrict the clinical use of 
mechanistic models as a non-invasive assessment tool till 
today. Therefore, the primary objective of this study is to 
develop a fully automated data-driven modeling framework 
for obtaining 3D femurs to facilitate preclinical and clinical 
diagnosis and assessment of hip fracture.

The major challenge of 3D reconstruction of the femur 
lies within the segmentation of the proximal femur. Koh 
et al. [14] proposed a 3D template-based reconstruction for 
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predicting patient-specific 3D femur geometry using X-ray 
and sparse CT images requiring manual segmentation as 
well as higher reconstruction time. Concurrent segmentation 
processes mainly involve statistical and semi-automated 
techniques such as primitive shape recognition methods [15], 
atlas-based segmentation [16–18], graph-cut approaches 
[19, 20], active model [21, 22], and statistical shape models 
[19], which usually require time consuming user monitoring 
and significant manual intervention. Commonly used 
techniques often face challenges that affect their accuracy and 
usability. Conventional 3D reconstruction requires manual 
segmentation, which is a time-consuming labor-intensive 
process [23]. Semi-automated methods such as atlas-based 
segmentation and region growing techniques provide partial 
automation [24] but with significant user intervention. Some 
methods are also sensitive to variations in imaging conditions, 
such as changes in contrast, resolution, or noise [25], which 
impact the accuracy and robustness of segmentation and 
reconstruction algorithms. The introduction of artifacts in 
volumetric reconstruction due to interpolation techniques [26] 
as well as the errors and inaccuracies in surface meshes from 
volumetric data [27] may lead to a loss of detail and accuracy 
in the constructed 3D model. The intricate connectivity of 
the femur with surrounding anatomical structures poses 
challenges in accurate segmentation [28] as well.

A model-based iterative reconstruction algorithm was 
proposed to work with QCT images to perform automatic 
segmentation of tissues to estimate material properties 
[29]. In addition, a gradient-based method [30] was also 
used for pelvic bone segmentation. However, these algo-
rithms are very sensitive to region growing procedures and 
thresholding to get a well segmented bone. Kalshetti et al. 
[31] proposed an interactive medical image segmentation 
framework combining mathematical morphology and Grab-
Cut algorithm [32]. The performance and accuracy of this 
model highly depend on the distinguishing boundary of the 
region of interest and its contrast with the background. To 
automate the segmentation in the 3D construction frame-
work, an iterative algorithm but with high computational 
cost was used [33]. Krčah et al. [34] utilized statistical 
shape and intensity modeling that requires heavy post-pro-
cessing including morphological erosion for satisfactory 
results. To eliminate the bottleneck, data-driven approach 
such as deep learning (DL)-based algorithm can be incor-
porated in segmentation framework [35–37] to isolate 
proximal femur from other anatomical features. Hence, the 
objective of this work is to develop an automated segmen-
tation framework and the 3D reconstruction of the proxi-
mal femur with minimal expert interventions, mitigating 
the challenges associated with other techniques. However, 
the acquisition of high-quality, well-annotated diverse, and 
comprehensive dataset for 3D femur reconstruction using 
DL is also a major challenge [38, 39].

Deep learning is a subset of machine learning (ML) that 
focuses on training artificial neural networks with multiple 
layers, known as deep neural networks, to automatically learn 
and extract features from data. In the context of medical image 
segmentation, DL techniques involve training deep neural 
networks to identify and delineate specific structures or regions 
of interest within medical images, such as identifying and 
segmenting tumors in radiological scans [40]. Convolutional 
Neural Network (CNN)-based 3D U-Net architecture has been 
recently developed for pelvic bone segmentation from dual 
energy CT (DECT) images [41]. U-Net architecture, one of the 
popular DL models, has been widely adopted by the medical 
imaging community and performs with excellence in the field 
of biomedical image segmentation. Although U-Net [42], CNN-
based model, and data augmentation techniques [43–45] have 
shown promising performance in automated bone segmentation 
from QCT images, the performances of these frameworks are 
limited, because segmenting a femur surrounded by pelvic bone 
with similar bone density is difficult to comprehend without 
manual intervention. A performance enhancement was observed 
in femur segmentation utilizing edge detection, deep CNN, and 
Conditional Generative Adversarial Network [46–48]. However, 
new or unseen patient-specific performance of these frameworks 
was not evaluated outside of the study cohorts, and thereby 
limiting their performance measure.

The overarching objective of our research is to leverage the 
3D reconstructed femur as a pivotal instrument for analyzing 
its mechanical, morphological, and densitometric properties. 
This comprehensive analysis serves as a foundation for the early 
and non-invasive evaluation of fracture risk, with a particular 
focus on mitigating hip fractures among the elderly population. 
Thus, the primary aim of this study is to develop a data-driven 
automated framework to segment as well as reconstruct 3D 
femurs from QCT images without or with minimum expert 
interventions and human-on-the-loop corrections. In this 
proposed framework, our objectives were to (1) develop an 
automated end-to-end semi-supervised deep learning (SSDL)-
based framework combining both unlabeled and labeled 
QCT slices for training, (2) preserve Digital Imaging and 
Communications in Medicine (DICOM) metadata of unseen 
patients, and (3) retain the spatial data with properties to 
reconstruct 3D proximal femur from QCT slices. The proposed 
SSDL network employs an end-to-end CNN-based 3D U-Net 
model to segment and reconstruct the 3D femur in a fully 
automated fashion.

2 � Data acquisition and preparation

The proposed CNN-based 3D U-Net model was developed 
utilizing the QCT dataset obtained in DICOM format. 
The semi-supervised learning framework was developed 
combining both unlabeled (3158) and labeled (2316) QCT 
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slices for training. A schematic diagram of the overall 
workflow is shown in Fig. 1.

2.1 � Data acquisition

The QCT image dataset of patients in DICOM format used 
in this study was previously obtained removing all personal 
information from the Great-West Life PET/CT center in 
Winnipeg, Canada, following the institutional guidelines. 
The DICOM format combines image data with metadata that 
typically describes a patient, imaging procedure, and spatial 
referencing information, which are essential to reconstruct 
as well as to conduct clinical and morphological studies of 
the femur [49]. The QCT images were obtained using a SIE-
MENS S5VB40B CT scanner (Siemens Medical Solution, 
Malvern, USA) with acquisition and reconstruction parame-
ters of 120 kVp and 244 mAs, respectively [8, 50]. To ensure 
an accurate estimation of BMD and correct scanner drift, 
a calcium hydroxyapatite calibration phantom (Mindways 
Inc., Austin, TX, USA) was mounted during imaging.

In this preliminary study, a group of 18 anonymous 
adults, consisting of ten male and eight female were 
selected. The average age of male and female patients was 
66.0±8.01 and 67.85 ± 5.27 years, respectively. The average 
weight of the male and female patients was 82.19 ± 7.83 and 
69.7 ± 7.52 kg, respectively. The dataset comprised a total 
of 6789 (13,578 QCT slices after splitting into left and right 
femurs) high-resolution QCT slices in DICOM format. Each 
QCT image contains an in-plane resolution of 512 × 512 
pixel array with approximately 1 × 1 × 1 mm3 of voxel size.

2.2 � Data annotation

QCT slices closure to the femoral head were primarily 
annotated using MIALab—a free medical image analysis 
toolkit (Linköping University, Sweden) [51]. In hip joint 
near the proximal end of the femur, the femur head and ace-
tabulum form a ball and socket joint, having nearly identi-
cal Hounsfield units (HU) that measure bone density [52]. 

Consequently, differentiating the femur from the pelvic bone 
based on bone density alone is challenging. Therefore, we 
opted for a minimum number of slices in the proximity of 
the hip joint for labeling. To create the labeled dataset for 
training, we annotated between 88 and 178 (a total of 2316) 
QCT slices of the patient cohorts in the training dataset to 
identify the femur profile at the proximity of femoral head 
and acetabulum. The variation of slice numbers was attrib-
uted to the differences in femur length primarily varying 
with patients’ height. The annotation was performed in a 
semi-automated process, where a femur boundary in a slice 
was first identified along the femur profile via built-in inter-
active region selection option. However, the annotated slices 
were examined carefully in consultation with an experienced 
orthopedic surgeon for accuracy and corrected manually as 
necessary. This semi-automated annotation process ensured 
that the resulting annotated dataset was of high quality and 
suitable to use in training a DL-based model for femur bone 
segmentation. Using the labeled data, binary masks were 
obtained to represent the area of the image labeled as true 
(i.e., contained femur bone) or false (i.e., did not contain 
femur bone) (Fig. 2).

2.3 � DICOM data pre‑processing

The DICOM dataset was pre-processed in several steps 
(Fig.  3) to facilitate data annotation and for developing 
training dataset. First, the DICOM images were split into 
half to separate left and right femurs. After splitting, each 
QCT image contains an image matrix of 512×256 pixels with 
approximately 1 × 1 × 1 mm3 of voxel size. The number of 
images was doubled after the splitting, and a total number 
of 13,578 QCT images were considered for the proposed 
framework. Second, the training data was batched according 
to their instance numbers in the QCT slices so that the correct 
DICOM images were trained against their annotated labels. 
After that, the image and text metadata were separated, 
because since only image data was required to train the 
adopted CNN-based U-Net. However, the metadata is 

Fig. 1   An overview of the workflow for segmentation and 3D reconstruction of a femur from QCT image dataset



	 Medical & Biological Engineering & Computing

required for the 3D reconstruction of the proximal femur. 
While separating the image and textual metadata, the instance 
numbers were correctly embedded from the QCT slices to 
each DICOM image. It is to be noted that instance number 
was used and extreme care was taken to avoid any mismatch 
of metadata and image during re-encoding the metadata with 
segmented images. Next, the pixel value of DICOM images 
was converted into integer16-based pixel array. After that, the 
pixel values were normalized to train the U-Net model [40]. 
Finally, DICOM pixel array was stored and converted into DL 
readable image channels of 512 × 256 × 1.

3 � Proposed methodology of segmentation

3.1 � CNN‑based 3D U‑Net model

To segment intricate structures like the proximal femur, 
the U-Net architecture emerges as highly suitable 
[33–35] since its characteristic “U” shape facilitates the 
capture of nuanced details, while preserving contextual 
information—a pivotal factor for precise segmentation 
[42]. The CNN-based U-Net is purposefully crafted for 
semantic segmentation—a quality particularly beneficial 

Fig. 2   Example of annotation 
process for segmenting femur. a 
QCT slices belonging to differ-
ent locations, b labeled contour 
of the femur, c region of interest 
corresponds to the contour 
profile, d binary mask, and e 
segmented femur



Medical & Biological Engineering & Computing	

for the isolation of the femur from neighboring tissues 
[42]. Its proficiency lies in the classification of each pixel 
within an image, attributing it to the pertinent class, be 
it femur, muscles, fat, or other bones. The U-Net model 
was also adopted in this study for its demonstrated robust 
performance even with relatively limited training dataset 
[35–37].

The proposed CNN-based 3D U-Net architecture (Fig. 4) 
encodes the latent and high-level features of the input 
pixel array of raw QCT images and decodes the features 
to generate the final segmentation results in a binary pixel 
array of true and false. The U-Net architecture developed 
herein consists of six deep learning components and 
two paths—contracting (downsampling) and expanding 
(upsampling) paths. The contracting path is the encoder 
and captures context using stacked convolutional units 
and max pooling layers. In contrast, the expanding path 
is the decoder and allows for precise localization using 
upsampling. Figure 4 shows the CNN-based architecture of 
our 3D U-Net SSDL model with pre-processed QCT images 
as the input and the generated binary mask as the output.

3.1.1 � Downsampling

In this 3D U-Net model, max pooling layers along with 
2D convolutional layers, kernel initializer “he normal” 
[53], and rectified linear activation unit (ReLU) [40] were 
used for downsampling the dimensionality of feature maps. 
Convolutional layers containing several filters were applied 
to the feature input.

Increasing speed by rectangular kernel  Since the orienta-
tion of the DICOM slices was known and the feature map 
of segmentation was taller than its width, a kernel of 6 × 3 
matrix size in convolution layers was utilized to restrict fast 
learning. This rectangular kernel matrix maps each input 
point using two times more along vertical than horizontal 
neighbors. Given the similar bone density distribution in 
pelvis, our 3D U-Net model utilized the rectangular kernel 
to identify discriminative features in the acetabular regions 
compared to the shaft region of the femur. Specifically, the 
model devotes twice as much attention to the acetabular 
regions. Moreover, ReLU activation sets all the negative 
numbers in the matrix to zero, keeping the non-negative 
input numbers unchanged. Since all pixel values associated 
with the femur bone are greater than zero, the ReLU activa-
tion function is suitable for femur segmentation.

Managing the memory constraints  To address memory 
constraints, we adopted a patch-based model, where each 
volume patch was 512 × 256 × 1 voxels with an overlap of 
256 × 128 × 64 voxels. This patch size captures the entire 
femoral head, which is the most critical section of the proxi-
mal femur, and downsamples after each use of max pooling 
(here, only the integer values of the most prominent features 
of the previous feature map were left for patch dimensions). 
To address image shrinkage and the reduction of pixel size 
at the image edges during convolution, an extra border was 
added to the image by padding it with zeroes and an odd 
filter dimension. This additional border around the image 
ensures and maintains the same size of the input and output 

Fig. 3   Workflow of data pre-processing steps to separate image and text metadata from the input DICOM dataset
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images. During training, volume patches were randomly 
selected from the image volume and subsequently fed into 
the neural network with a batch size of 10. As the image 
patch is downsampled in the contracting path, the number 
of channels increases, allowing for the extraction of more 
complex features. In addition, we added a dropout layer 
before transferring the feature maps to the upsampling path 
to prevent the model from overfitting [54]. Skip connections 
were also used to pass features from the contracting path to 
the expanding path to recover the lost spatial information 
during downsampling.

3.1.2 � Upsampling

Upsampling path in our 3D U-Net architecture decodes 
downsampled pixel array. We utilized the 2D upsampling 
layers along with the convolutional layers to create the 
decoding path of this end-to-end U-Net model. At each step 
in the decoder, a skip connection allows for the concatenation 
of the output of the transposed convolutional layer with 
the corresponding feature map from the encoder. Skip 
connections tackle vanishing gradient problems by using 
uninterrupted gradient flow from the first convolutional 
layer to the last convolutional layer [55]. They pass features 
from the encoder path to the decoder path. Hence, skipping 

connections can recover any lost spatial information during 
downsampling and stabilize gradient updates in deep 
architectures. Concatenative skip connections ensure feature 
risibility of the same dimensionality from the earlier layers. 
The convolutional layer is subsequently able to produce a 
more precise output based on this information.

Finding binary mask  A U-Net output layer made of 
convolutional layer with 1 × 1 × 1 kernel and Sigmoid 
activation function [56] was created. The Sigmoid function 
can map predicted values to probabilities between 0 and 1. 
This layer then transfers the feature maps into a probability 
image with the resolution of 512 to generate the binary 
output mask. The output of each voxel is the probability 
that the voxel in the pixel array contains the proximal femur. 
Finally, the probability value of each voxel was rounded to 
the nearest integer value of 1 and 0, where 1 means true, 
indicating femur presence, and 0 means background (no 
femur). Thus, we converted the output probability map into 
a binary segmentation mask of true and false.

3.2 � Performance metrics and model training

To evaluate the accuracy and robustness of our 3D U-Net 
segmentation model, we considered several performance 

Fig. 4   CNN architecture of end-to-end 3D U-Net model. The network consists of a downsampling path and an upsampling path
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metrics, including Mean Intersection over Union (mean 
IoU) [57], Dice Similarity Coefficient (DSC) [58], average 
precision [59], sensitivity [60], and specificity [60]. These 
metrics were also used for measuring the matching between 
the automated segmented femur and the manually annotated 
ground truth of the femur. To ensure a more rigorous evalu-
ation, we incorporated a cross-validation process as well.

The performance indicators were mathematically evalu-
ated on two classes (femur and background) based upon true 
positives (TP), true negatives (TN), false positives (FP), and 
false negatives (FN). In this problem domain, TP measures 
the proposed model’s ability to detect the pixel positions 
on the femur foreground, TN denotes our model’s ability to 
detect the pixel positions on background, FP is the model’s 
ability to identify pixels on femur where the background is 
situated, and FN represents our model’s ability of detecting 
background where the femur pixels are situated. The perfor-
mance indicators are described as follows.

The mean IoU evaluates the accuracy of the predicted 
image mask by calculating the intersection between the pre-
dicted and actual images [57]. This metric assesses the effec-
tiveness of segmentation or accuracy of detecting objects in 
images in segmentation models.

DSC has been widely used in various bone segmenta-
tion applications [35, 37, 61]. The DSC (Eq. 2) measures 
the similarity between the predicted segmentation mask and 
ground truth mask by considering both TP and TN rates 
[58]. The numerator in Eq. 2 represents the number of pixels 
that are correctly labeled as the object of interest in both the 
predicted and ground truth masks, while the denominator 
represents the total number of pixels labeled as the object 
of interest in either of the masks. The DSC varies between 
0 and 1, with a higher value indicating a better segmentation 
performance.

Average precision (Eq. 3) is used to evaluate the effi-
ciency of ML models in identifying positive samples [59]. 
Sensitivity (Eq. 4) evaluates the model’s ability to cor-
rectly identify positive instances of the pixel and position 
of the femur in the QCT image. Specificity (Eq. 5) metric 
measures the model’s ability to correctly identify negative 
instances. In this study, specificity and sensitivity metrics 
were computed based on pixel. This process involves a 
binary mask, generated by the U-Net model to perform a 
pixel-wise overlay on the input QCT slices to extract the 
segmented femur. The subsequent computation of specific-
ity and sensitivity relies on pixel-level comparisons within 

(1)mean IoU =
∑

c∈classess

TP

TP + FP + FN

(2)DSC =
2 × TP

(TP + FP)(TP + FN)

this framework. A higher sensitivity value demonstrates an 
increased segmentation ability of our adopted framework, 
whereas a high specificity score indicates the model’s ability 
to detect negative instances more accurately, thereby making 
it an essential metric in evaluating the overall performance 
of ML models. Specificity loss functions also quantify the 
model performance at each iteration of each epoch to adjust 
the parameters of the gradient descent algorithm during 
backpropagation.

The validation set allowed us to gain insight into the perfor-
mance of the model on unseen data so that hyperparameters 
could be adjusted accordingly. For 18 patients in our dataset, 
we used a leave one (patient) out cross-validation (LOOCV) 
[62] approach, with eight patients for training and the remain-
ing ten patients for testing. Among the testing patients, a total 
of 4434 QCT slices of four patients were validated to the U-Net 
segmentation model training through validation, whereas the 
other six were new independent set of unseen patients with 
6898 QCT slices. Adam optimizer [63] and binary cross-
entropy loss function were used for model compilation. To 
ensure optimal performance, with the patience of ten itera-
tions and an improvement threshold of 0.0001, early stopping 
criteria were employed based on the maximum validation of 
DSC. Additionally, a model checkpoint was set based on the 
maximum validation of DSC. To further enhance the learning 
process, the learning rate was reduced for the model based 
on validation loss, with a lower bound set at 0.00001, and the 
learning rate was decreased by a factor of 0.2.

The binary cross-entropy loss function (Eq.  6) was 
used to optimize the neural network model by calculating 
the differences between the predicted and true probability 
distributions.

where yi and log(p(yi)) represent the true and predicted 
labels, respectively.

3.3 � Femur segmentation and metadata inclusion

After obtaining the DICOM files of the segmented proximal 
femur, we isolated the femur by performing a pixel-wise 
multiplication (Eq. 7) using binary segmentation masks 

(3)Average Precision =
TP

TP + FP

(4)Sensitivity =
TP

TP + FN

(5)Specificity =
TN

TN + FP

(6)

HP(q) = −
1

N

∑

N

(

yi ⋅ log
(

p
(

yi
))

+
(

1 − yi
)

⋅ log
(

1 − p
(

yi
)))
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generated from our 3D U-Net model. To segment the femur 
in DICOM images, we retain the pixel value in the DICOM 
images if the corresponding value in the binary mask array 
is 1. Conversely, if the value in the binary mask array is 0, 
we discard the corresponding area of the DICOM image.

where D(x) represents the pixels of DICOM image array, 
M(True) and M(False) represent the values 1 and 0, respec-
tively, in the generated binary mask array.

After performing pixel-wise multiplication, the resulting 
array turned into 16-bit integer format. We also updated the 
metadata values for the newly generated segmented femur 
QCT files, ensuring that the metadata accurately reflects the 
segmentation process. This step helps maintain the integrity 
of the metadata associated with the segmented femur images. 
Additionally, the largest image pixel and smallest image pixel 
values were also updated for the newly generated DICOM 
images. Finally, we added preserved metadata from the 
original DICOM files to the newly generated femur bone.

For the 3D reconstruction of the femur (Section 4), we 
also performed post-processing cleanup on the DICOM 
slices. We removed any undesired pixels (noise) outside the 
range of cancellous and trabecular bones by replacing the 
out of bound pixel values with the HU value of air. In this 
denoising step, morphology masking based on HU variation 
was used to discard the outer variances from the slices. This 
eventually ensures the 3D reconstruction of the femur bone 
only.

4 � Reconstruction of 3D femur

In the last step of this workflow, 3D femur was reconstructed 
from the segmented CT slices preserved in DICOM format. 
The femur reconstruction process was built upon voxel sizes 
and a number of metadata information primarily including 
intercept slope, rescale slopes, image position of the 
patient, location of the femur in the slice, and DICOM slice 
thickness. Furthermore, to calculate the intercept and slope, 
we stacked the pixel arrays of the scans using the instance 
numbers and converted the pixel values to HU values and 
calculated the intercept and slope of the segmented femur, 
considering the HU values of air as the reference.

4.1 � Stacking of the slices

The slices were resampled according to the spacing obtained 
from QCT imaging. The newly segmented DICOM slices 
were stacked on top of each other based on the new spacing 
values. During the 3D femur reconstruction from 2D images, 

(7)f (x) =

{

D(x), if D(x) ∗ M(True).

0,D(x) ∗ M(False).

cubic spline interpolation [64] was used to estimate the 
voxel values in between the actual image slices. To obtain 
the cubic spline interpolation function f(x, y, z), a set of 
voxel data vi(xi, yi,zi) from the segmented QCT slices were 
considered as follows:

where n is the number of input data points, and Ni(x, y, z) 
is the cubic B-spline polynomial function, which is a 
continuous function having continuous first and second-
order derivatives. The cubic spline interpolation method was 
used to estimate the voxel values at any point in between the 
actual image slices, allowing for smoother 3D reconstruction 
of the image data. The cubic spline interpolation method 
provides a smooth and continuous interpolation of data, 
which is important for an accurate 3D reconstruction of a 
femur from the segmented DICOM slices.

4.2 � Volumetric reconstruction

For volumetric reconstruction, we utilized Python 
“Vedo” libraries [65], which is primarily designed for 3D 
visualization and image processing built on top of VTK 
(Visualization Toolkit) library functions [66]. In particular, 
the volume class from the Vedo package was used for the 3D 
reconstruction from 2D images. The 3D volume regeneration 
process involves stacking of the 2D segmented DICOM 
images along the z-axis based on the origin, resampled voxel 
spacings, and original dimensions. We also utilized static 
cast functions to convert the void pointer to correct the scalar 
type, if there is any. This static-cast function converts the 
pixel array to float64 to estimate the voxel values in between 
the actual image slices. The cubic spline interpolation 
method was used to estimate the voxel values at any point 
in between the actual image slices, allowing for a smoother 
3D reconstruction.

4.3 � Surface mesh generation

To generate the 3D surface mesh of the femur, the iso-
surface function of the Vedo libraries was employed. 
The generated 3D isosurface represents the boundary 
of the material of interest in the volume. To create a 3D 
mesh that can be rendered and manipulated, we triangu-
lated the isosurface by subdividing the surface area into 
triangles connecting the vertices of the surface. This 
isosurface uses Delaunay triangulation. In generating 
surface mesh, cell size limit was used as the characteris-
tic size, where we specified a threshold value to control 
the maximum and minimum cell size of the elements in 
the generated mesh. This process returns an isosurface 

(8)f (x, y, z) =

n
∑

i=0

Ni(x, y, z) ⋅ vi
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representation as a vedo.Mesh having triangles con-
nected the vertices of the surface. In this method, the 
function takes one argument “value,” which can be a 
single value or a list of values and is used to compute 
the isosurface. Here, we considered a threshold value of 
20, which was obtained after grid searching the thresh-
old values across the isosurface method. Furthermore, 
we conducted up to 200 iterations to obtain smooth the 
surface mesh. Finally, the VTKPolyData, a 3D data 
structure, was used in this process, and the VTK march-
ing cubes algorithm [67] was employed to convert the 
resulting VTKPolyData into a NumPy array of float64 
to generate STL format—a suitable 3D mesh format.

4.4 � Quality enhancement via noise removal

The last step of the 3D reconstruction process focuses 
on the quality improvement of the generated volume by 
eliminating unwanted voxels, if there is any. We utilized 
the “Islands Removal” algorithm [68] to eliminate any 
detached islands of (unwanted) voxels around the 3D femur 
bone. This algorithm was applied along with a threshold 
value that determined the size of the isolated “islands” of 
voxels, keeping the largest connected island of voxels by 
the filter. To obtain an optimal 3D femur surface while 
maintaining the femur geometry, manually optimized 
threshold values, ranging from 0.75 to 45.25 along the 
three axes, were used to eliminate isolated noise above 
the surface for each patient. The quality of the 3D surface 
was further enhanced by applying a median smoothening 
function to close any gaps by taking the median voxel val-
ues from the neighboring voxels. This process also helped 
eliminate additional noise in the 3D femur surface. Finally, 
we converted our reconstructed 3D femur in STL format to 
allow for further visualization and inspection.

4.5 � Cross‑validation

Cross-validation is a vital step of any ML/DL experiment, 
and an appropriate data split can significantly impact the 
model’s performance. In this study, we employed LOOCV 
method. This approach involves dividing the dataset into 
multiple subsets, with each subset consisting of one sample 
as the testing set and the rest as the training set. During 
the experiments, an eight-fold cross-validation was used, 
where the data was divided into eight subsets of patients, 
and each subset served as a testing set once for one patient, 
while the remaining seven subsets served as the training set. 
By leveraging the LOOCV technique, we ensure that our 
model is trained and evaluated on a diverse set of data, and 
the results are robust to variations in the data distribution.

4.6 � Testbed description

The testing environment for our experiments involved a per-
sonal laptop computer with an Intel Core i7-7500U CPU 
running at 2.90 GHz, 4 MB cache, and 8 GB of RAM. In 
addition, we utilized an NVIDIA GeForce GTX 940 MX 
GPU with 8094 MB of memory and a refresh rate of 60 
Hz. We chose to use the Python3 programming language 
[69] due to its ease of use and availability of relevant librar-
ies. For the implementation of our model, several Python 
libraries were incorporated in this work. We used Tensor-
Flow [70], an open-source software library for accessible 
and programmable DL functions for segmentation, data-
flow and differentiable tasks, PyDicom [71], which is a 
pure Python package for working with DICOM files, and 
SciPy [72] library for scientific and technical computing. We 
also used Skimage, which is a collection of algorithms for 
image processing and computer vision as well as the librar-
ies associated with Google Colab, the cloud-based platform 
for data analysis and machine learning, and Visual Studio 
Code—widely used for Python development.

5 � Results and discussion

The goal of this work was to develop an automated 
end-to-end SSDL model for the patient-specific 3D 
reconstruction of proximal femur. We have evaluated the 
performance of our model with a testing dataset 11,332 
QCT slices of 20 femurs belonging to ten patients. Four 
among these ten patients with 4434 slices were known 
to the 3D U-Net segmentation model through validation 
process (validated dataset), and the other six patients with 
6898 were completely new, unseen to our segmentation 
model, and independent of training and validation 
process. The outcomes of this work are two folds—2D 
segmented QCT images of femur and 3D reconstructed 
femur. Hence, the efficacy of our model was evaluated for 
both outcomes separately. The performance of both the 
outcomes was evaluated qualitatively and quantitatively 
for validated as well as for unseen patients to assess the 
robustness of our proposed SSDL model.

5.1 � Segmented femur

The visual comparison depicts that the contours of the 
segmented femur at different locations via our proposed 
3D U-Net method match very well with the ground truth 
binary mask (Fig. 5). This qualitative comparison suggests 
that our model for segmentation is accurate in isolating the 
regions of interest in the QCT slices. The SSDL model is 
able to capture the complex geometrical structure at the 
trochanteric regions and preserve the structural integrity of 
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the femur’s internal anatomy such as the hollow region of 
the femoral shaft is turned into solid with gradually chang-
ing bone density at the proximal end comprising trochanter 
and femoral head. Furthermore, the framework is capable 
of accurately predicting the voxel values later used for 3D 
femur reconstruction.

The quantitative comparison between the area of the 
segmented femurs obtained from our 3D U-Net model and 
the ground truth (Fig. 6) shows evidently that the proposed 
framework is able to segment femurs with comparatively 
high accuracy. The segmentation algorithm can accurately 
identify the boundaries of the femurs in the images. The 
maximum difference between the area values obtained from 
automated segmentation and manual segmentation (ground 
truth) is small, ranging from approximately 0.430 to 2.574 
cm2. This suggests that the segmentation algorithm can iden-
tify the femur area accurately and reliably.

Table 1 shows the quantitative segmentation performance 
of our proposed 3D U-Net model for both validated and 
unseen patients’ data. All the performance indicators exhibited 
accuracy over 90% even with a limited dataset, indicating 
that the proposed model is capable of segmenting femurs 

from DICOM images of unseen patients with comparable 
accuracy. The difference in performance indicators between 
the validated and unseen patients is ~ 7%, which may have 
originated from the variation of bone density distributions 
typically affected by osteoporosis, bone necrosis, etc. 
However, we do not have prior knowledge of any disease for 
the patients in the considered dataset. The 3D U-Net model 
was hyper tuned using validation data. The mean IoU and 
specificity show a good agreement in performance for both 
validated and unseen patients. Hence, we argue that with high 
specificity, our model can detect the pixels for non-femur 
values with high correctness even though a slight variation 
is observed for DSC, average precision, and sensitivity. In 
addition, the performance metrics in Table 1 also suggests 
that our automated model is generic such that it can perform 
any femur segmentation, and this model can be applied to any 
patient with geo-diversity like patients with different races, 
ethnicity, and age groups, etc.

The violin plot in Fig. 7 shows the distributions of the 
performance indicators (DSC, mean IoU, average precision, 
sensitivity, and specificity) as a continuous approximation 
of the probability density function (PDF), computed using 

Fig. 5   Segmentation of femur on different QCT images in DICOM format using 3D U-Net segmentation model. a Input QCT slices, b annotated 
ground truth, and c predicted segmented femur
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kernel density estimation (KDE). The wider regions of the 
density plots indicate the performance indicator values occur 
more frequently, and the narrower sections represent a lower 
probability, indicating performance indicator values that 
occur less frequently. The violin plot uses KDE to compute 
an empirical distribution of training data, and therefore, it 
better reveals the information contained in the training and 
more convincingly suggests multimodality, if there is any. It 
is apparent that the distributions of all performance metrics 
are normal, indicating mean and median are same.

The SSDL model was trained with a total of 5474 QCT 
slices among which approximately 42% were annotated 

slices and demonstrated its ability to generate a mask 
image from the CT scans input to isolate the femur from 
the other hip bones. Furthermore, by creating different 
mask images to segment the femur from the CT scan 
images, we can conserve the image data without any 
modification. To the best of our knowledge, the auto-
mated construction of femur using a DL framework is 
yet to be achieved successfully. It must be mentioned that 
it is considerably difficult and laborious task to anno-
tate each DICOM file for supervised learning. Thus, we 
decided to use a semi-supervised DL model trained with 
a combination of annotated and raw DICOM slices. Most 

Fig. 6   Comparison of femur area between (manually/semi-automati-
cally) selected femur contour (green shaded area) on original DICOM 
image using 3D Slicer and fully automated segmented femur in 

DICOM format using proposed 3D U-Net segmentation model. The 
QCT slices in the proximity of the hip joint are shown here as exam-
ples considering the most critical location in terms of segmentation

Table 1   Quantitative performance measure of femur segmentation 
via our 3D U-Net model. Patients’ status validated, patients’ data was 
visible to SSDL model training through validation process. Patients’ 

status unseen, new patients’ data that were not introduced in any DL 
process (only testing)

Patient’s status DSC Mean IoU Average precision Sensitivity Specificity

Validated 0.992 ± 0.008 0.995 ± 0.005 0.996 ± 0.003 0.995 ± 0.004 0.998 ± 0.002
Unseen 0.918 ± 0.025 0.983 ± 0.016 0.923 ± 0.024 0.927 ± 0.02 0.999 ± 0.002
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importantly, our segmentation framework works without 
any image augmentation, preserving all the metadata 
associated with original DICOM images. Table 2 shows 
a comparative analysis of the performance metrics of 
SSDL method with other existing works found in litera-
ture that align with our study. The results are promising 
and demonstrate its potential for accuracy improvement 
by increasing the training data. Accuracy can be further 
enhanced by resampling segmentation, cropping, padding, 
smoothing, etc., if necessary [47, 61].

5.2 � 3D reconstructed femur

With this adopted SSDL model, 3D proximal femurs 
can be reconstructed without manual intervention. 3D 
reconstructed femurs were analyzed both qualitatively 
and quantitatively.

5.2.1 � Qualitative analysis

Figure  8 shows a 3D reconstructed femur on different 
orientations and planes. As observed, our model successfully 
segmented all the unwanted components of the QCT images, 
including muscle and fat, especially bone marrow, which 
is reflected as the hollow shaft section as shown in Fig. 8c 
(bottom view). To the best of our knowledge, no prior works 
considering different ML/DL models were able to generate 
a hollow shaft [14, 73] that gradually vanishes toward the 
proximal end and turns into solid mimicking trabecular bone 
at the proximal end. The bone models were also compared 
qualitatively with manually reconstructed femur using the 
widely used and publicly available software, 3D Slicer 
(https://​www.​slicer.​org/). However, we observe a difference 
in shaft wall thickness between the automated and manually 
reconstructed femurs, and the natural variations in shaft 
wall thickness have also been reflected on the quantitative 
analyses.

The comparative analyses (Figs. 9 and 10) have been 
done based on the two separated datasets—validated and 
unseen patients’ dataset as mentioned earlier. Figure 9 shows 
the anterior view of the 3D reconstructed left and right 
femurs of a validated patient (Fig. 9a) and an unseen patient 

Fig. 7   Violin plots showing the distributions of performance indica-
tor values for the segmentation results of femurs in testing dataset 
using 3D U-Net model. The solid line represents median; dotted lines 
are for 1st (bottom) and 3rd (top) quartiles. Here, AP. average preci-
sion; SP, specificity; SN, sensitivity

Table 2   Comparative study 
of the performance metrics 
of SSDL method with other 
existing works found in 
literature. (Here, DSC, Dice 
Similarity Coefficient; ACC, 
accuracy; SN, sensitivity; SP, 
specificity)

Articles Total patients DSC ACC​ SN SP

Deng et al. (endosteal surface segmen-
tation) [47]

100 + augmentation 0.96 0.98 0.92

Chang et al. [73] 60 + augmentation 0.92
Krcah et al. [34] 197 0.81
Chen at el. [46] 300 + augmentation 0.96
Carballido-Gamio et al. [16] 88 + augmentation 0.976
Younes et al. [15] (SSM) 18 + augmentation 0.89
Xia et al. [20] 52 + augmentation 0.81
Jeuthe et al. [74] (semi-supervised) 30 + augmentation 0.914
SSDL (validated) (our method) 18 0.992 0.995 0.998
SSDL (unseen) (our method) 18 0.918 0.927 0.999

Fig. 8   An example of a 3D reconstructed proximal femur with our 
proposed SSDL model. a Posterior view on coronal plane, b top view, 
and c bottom view on transverse plane

https://www.slicer.org/
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(Fig. 9b). Figure 10 shows a greater detail by representing 
both anterior and posterior views of femurs of two unseen 
patients. A smoother surface on the anterior side is apparent 
than the posterior side of the femur, which may be impacted 
by the geometrically complex posterior anatomy.

5.2.2 � Quantitative analysis

The 3D reconstructed femurs by the CNN-based 3D U-Net 
model have been quantitatively compared with manually 
reconstructed 3D femurs using 3D Slicer based on surface 
area and volume (Fig. 11). The differences in surface area 
and volume between the automated and manually generated 
3D proximal femurs have been found as 10.749 ± 7.979 cm2 
and 12.018 ± 6.520 cm3, respectively. We argue that 
the quantitative variations are fair enough because a 
relatively small dataset was considered for training and 

testing. However, the deviations might be originated from 
smoothing operation, which was rigorously used in manual 
intervention as well as due to the hollow section and its 
transition from the femoral shaft to the greater trochanteric 
region. Figure 12 shows the violin plots of the distributions 
of differences of volume (Fig.  12a) and surface area 
(Fig. 12b) between the femurs generated by SSDL and 
manually. It is evident that both plots exhibit normal 
distribution and a wider distribution near the median with 
nearly equal mean and median values, indicating a very 
good matching.

To further quantify the performance of our framework, we 
assessed several metrics, including root mean square error 
(RMSE), mean average error (MAE), relative error (RE), 
R2, and correlation coefficient values for both the surface 
area and volume of the 3D reconstructed femurs (Table 3). 
The small values of RMSE, MAE, and RE indicate that 

Fig. 9   Examples of 3D femur 
reconstruction from segmented 
DICOM files via 3D U-Net 
model. Anterior views of right 
and left femurs of a validated 
patient (a) and an unseen 
patient (b)

Fig. 10   Examples of 3D recon-
structed femurs (right only) of 
unseen patients (1 and 2) with 
posterior and anterior views

Fig. 11   Comparison of surface 
area (a) and volume (b) between 
3D reconstructed femurs via 
SSDL framework and manu-
ally reconstructed femur via 
3D Slicer (ground truth). Bar 
plots within solid boundary 
represent the validated patients, 
and the bar plots within dashed 
boundary represent the unseen 
patients
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our framework exhibits low error and better accuracy in 
generating 3D femurs. R2 values are used to assess how well 
our framework fits the purpose of generating 3D femurs. Our 
3D femur reconstruction framework shows low to moderate 
evaluation of variants with values close to 0.34 (for volume) 
and 0.6 (for surface area). However, with strong correlation 
coefficient values of 0.77 (for volume) and 0.85 (for surface 
area), our 3D femur reconstruction framework shows 
relatively small errors and a strong positive relationship 
between the evaluated variables, indicating that it performs 
well in the reconstruction of 3D femurs from our segmented 
DICOM files.

Further, the proposed framework requires significantly 
less time, approximately 85 ± 10 s to reconstruct the 3D 
bone once the QCT image dataset is loaded. On the other 
hand, the same process takes between 30 and 45 min with 
a conventional image processing software, 3D Slicer, by 
a well-trained undergraduate research assistant who has 
been working for nearly 3 years [6]. Therefore, our model 
presents a more efficient and time-saving alternative to the 
existing conventional methods.

5.3 � Limitations and challenges

Although this work shows promising performance in 
developing an automated DL-based framework, the 
proposed SSDL approach has few limitations. First, an 
accurate annotation of QCT image dataset for training 
is a prerequisite for better performance. The annotation 
process for labeling bone profile on each QCT slice is 
time-consuming, expensive, and requires some level of 
expertise. Since the annotations were manually conducted, 
we occasionally encountered mismatch of the femur 
boundary due to conservative annotation as well as difficulty 
in identifying the bone profiles, requiring redo of the 
annotation process. Although extreme care has been taken, 
a small percentage of annotation errors may be anticipated 
in the training dataset, and this error might impact the 
performance of our framework. We have noticed some 
negligible errors near the femoral head than the other parts 
of the femur. Due to conservative annotation, the model 
may predict femur head less clearly. Thus, a cascading error 
in the 3D reconstruction can be possible. We have further 
noticed that our framework in some cases shows suboptimal 
3D femur reconstruction in proximal areas such as Fig. 9a. 
We believe that this limitation will be resolved with more 
accurately annotated femur slices for the training dataset. 
Second, finding a patient-specific optimum segmentation 
threshold is difficult, and bone properties clustering does 
not yield good results [74]. These thresholding values 
also contribute to producing isolated islands during the 
3D model generation. We need to conduct further analysis 
with more patients to observe the patterns before applying 
optimal threshold values. Our primary goal is to develop 
an automated segmentation framework tailored for the 
proximal femur with specific relevance to musculoskeletal 
applications. Our dataset used in this model lacks images of 
fractured femurs, limiting our assessment of the framework’s 
performance across varying fracture severities. While it may 
excel in hairline fractures as the overall bone structure is 
minimally affected, its efficacy remains uncertain for severe 
fractures with substantial disruption of bone continuity 
due to insufficient data. Thus, datasets with more patients 
and different races, ethnicity, medical conditions such as 
with and without osteoporosis, as well as fractured bone 
should be included in both training and testing to increase 
its fidelity to work with a wide variety of patients.

6 � Conclusion

In conclusion, we have presented an efficient, faster 
automated semi-supervised deep leaning-based model 
for femur segmentation and 3D femur reconstruction. 
To minimize the cost and time required for data 

Fig. 12   Violin plots showing the distributions of the differences in 
the volume of 3D reconstructed femurs and the surface area of seg-
mented femur obtained via SSDL approach and manually (ground 
truth)

Table 3   Performance measure of 3D reconstructed femur by SSDL 
approach in comparison with manually reconstructed femur. Here, 
RMSE, root mean square error; MAE, mean average error; RE, 
relative error

RMSE MAE RE (%) R2 Correlation 
coefficient

Volume (cm3) 33.820 29.556 6.610 0.338 0.771
Surface area (cm2) 51.839 43.077 12.082 0.592 0.846



Medical & Biological Engineering & Computing	

pre-processing, the proposed approach aimed at keeping 
the annotation effort to a minimum without compromising 
the annotation accuracy, which is a critical step for a 
supervised or semi-supervised framework. Only the QCT 
slices at the proximal end where multiple bones such 
as femur, acetabulum, and pelvis are in proximity were 
annotated. The ability to preserve DICOM metadata 
interwoven with the segmented QCT images was one of 
the key aspects of this framework. By selecting a minimal 
number of slices to annotate and generating binary masks 
from these annotations, the proposed approach was able 
to leverage the power of deep learning while minimizing 
the effort required for data pre-processing. Overall, this 
approach offers a promising solution for medical image 
analysis via reconstructing 3D model, which is a crucial 
step in the development of accurate and effective automated 
analysis tools for clinical practice.
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